
Confidence-Based Assessment of 
Two-Alternative Format Tests 

                    
 

AHMED A. BELAL (1) & DIALA F.AMMAR (2) 
 

(1)Computer Engineering and Informatics- Beirut Arab 
University, Lebanon 

(2)Psychology department, Lebanese American University, 
Lebanon 

abelal@bau.edu.lb 
 

 
Abstract 
 
 

The effect of guessing in multiple choice tests is usually 
reduced by using a large number of test items and increasing 
the number of choices per item. The paper addresses the 
important and practical issue of grading Two-Alternative 
format tests, that is, decision questions of the true/false type, 
where the answer is only one of two choices .This format is not 
only easy to construct, but could reflect real life situations such 
as when a judge has to decide between a GUILTY or a NOT 
GUILTY verdict, or when a computer science student is asked 
whether a given computational problem is NP-hard or not. In 
binary-choice tests where the number of choices per test item 
is restricted to two, the degree of certainty that the student has 
in answering the test item becomes an important factor in 
assessing his/her score. 
 

The standard procedure for incorporating 
certainty/confidence levels in grading multiple-choice tests is 
to have each student attach one of several, usually four, 
confidence levels to each question separately.   In this paper 
we suggest a different confidence-based procedure for grading 
binary-choice tests. Assuming that humans tend to be more 
comfortable in assessing their confidence level to different 
things in a relative manner rather than in an absolute manner, 
the concept of relative uncertainty is used. Each student is 



asked to rank the test items relative to each other according to 
his/her confidence level in answering the item correctly. The 
test is graded according to the rank sequence produced. There 
is no penalty for wrong answers. A step-size is used to 
determine changes in the student’s confidence level based on 
the number of incorrect answers made. A reduction function is 
used to determine the scores to correct answers at the different 
confidence levels. By varying the step-size and the reduction 
function, many different grading strategies can be obtained. 
 
Key words: confidence-based assessment, binary-choice tests, true/false 
exams. 
 
I.   Introduction 
 

Multiple choice tests are being extensively used as a means of 
objectively testing large numbers of students by standardizing the grading 
procedure . Standard procedures for testing include using a large number of 
test items, increasing the number of choices per item and setting a penalty 
for a wrong answer.   

Computer-Aided Assessment techniques are also used in higher 
education as  a  means  to keep down the time and effort invested in grading 
[1]. 

Automatic grading is not easily done with free answer exams, 
although some efforts are being made in this area [2]. 

As reported in [1] some students may not be very comfortable 
changing from a free answer test format to a multiple choice test, mostly 
because ,with the former type of test, the student can get a partial credit for 
his answer and there is no penalty for a wrong answer. 

There are many ways to construct a multiple choice exam. In normal 
multiple  choice questions ,each question has a stem and several possible 
answers of which only one is correct, the other choices are merely 
distractors. Designing good distractors for a given question is not a trivial 
matter.   

Another is multiple-select exams, where more than one choice 
may be a correct answer. To get a question correct ,the student has to 
mark all of its correct answers, but  there is no penalty for an incorrect 
answer. Improving on this format is the multiple T/F  exam. The student  
is given several choices and has to mark each choice as either true or 
false. This allows for arranging questions with no correct answers. Still 
no partial credit is given for incomplete correct answers. 



Finally the simple format of individual T/F questions can be 
adopted, with questions grouped by topics to help the student 
concentration. 

Studies have shown [3] that the simple format of individual T/F 
exams are comparable to open ended questions with respect to the score 
ranking.  

The main disadvantage to the individual T/F format is their 
weak resistance to guessing, where a correct answer may be chosen 
based on intuition or chance instead of knowledge. 

Some opinions accept guessing and feel that the students can 
guess with  no penalty to make it fair [4]. Others disagree and believe 
that students should be penalized for a wrong answer to reduce  
guessing. 

In an attempt to eliminate the effect from random guesses on 
the average, a popular  grade assignment  scheme [1] is +x points for a 
correct answer,0 points for an unanswered item and   -x points for a 
wrong answer, where x is a positive number. A pure random guesser is 
expected to score a total of 0 points. 

These kinds of grading assignments with true/false type questions  
fail to discriminate correctly between the students even when a heavy 
penalty is given for incorrect answers.  

A grading system based on the student degree of certainty, here 
after called “confidence level”, was suggested to provide better 
discrimination in students’ grades [5,6].  

In this system the student specifies his/her confidence level for each 
test item. Four confidence levels are suggested. The higher the level, the 
more the score for a correct answer and the more the penalty for a wrong 
answer as shown below. 

 
Confidence 

Level 
Chance of 

correct 
answer 

Score for 
correct answer 

Score for 
incorrect answer 

0 0 - 25 0 0 
1 26 - 50 +3 -1 
2 51 - 75 +4 -2 
3 76 - 100 +5 -5 

 
Computer programs that generate multiple choice tests and support 

this grading system were reported [7, 8]. 
Although the grading system with degrees of confidence level is 

widely accepted [9, 10], studies have shown that it is not easy for the 
student to correctly measure his/her confidence level to a given item.  

 



Multiple choice questions as well as yes/no questions do not provide 
sufficient information on how much information they have learned.  

One unresolved question in the literature relates to the relationship 
between knowledge and perception of this particular knowledge. Answering 
correctly a test item relates to cognitive accuracy whereas perception of 
knowledge refers to confidence [10]. Two dominant approaches have 
attempted to explain the effect of confidence on performance. The 
ecological approach [11] believes that the type of questions on the test 
contribute to confidence levels. In other words, environmental factors out of 
the individual’s locus of control affect the match between cognitive 
accuracy and perceptual knowledge. In contrast, the heuristics and biases 
approach believes that internal subjective factors such as negative feelings 
or previous experience contribute to a mismatch between what we know 
and what we think we know. 

Previous work has attempted to apply the expectancy-value theory of 
motivation to test performance [12, 13, and 14] .This theory states that 
student’s performance is highly connected to the importance of the task and 
the prospect of success. Researchers have included other variables that 
could affect performance such as emotional attributes, motivation, test 
anxiety, personal traits, perceived effort to effectively complete diverse 
items on the test (such as amount of time to study). Others attributes could 
include confidence level when answering questions on exams combined 
with one’s positive or negative belief of personal test-taking abilities [19] 

Previous work has demonstrated individual differences in confidence 
(e.g., [20, 21, and 22]. Literature regarding personal characteristics (such as 
affective factors) is relatively new and inconsistent. Some studies have 
demonstrated that confidence ratings increase with learning abilities. For 
example, [15] tested undergraduate students in an introductory psychology 
course and rated their confidence levels before and after the test. Findings 
indicated a positive correlation between test performance and confidence 
levels. Similar findings were reported when undergraduates where asked to 
rate their confidence levels when answering multiple choice tests especially 
with students who had higher memory aptitude [16]. In contrast, low 
performance students have been reported to overestimate their confidence 
levels in performance judgments. Overestimations of confidence have been 
correlated with test difficulty [17]. Poor performers tend to overestimate 
their abilities and in turn may not allocate enough studying time before 
taking the test.  Other variables have been found to affect confidence. For 
example, [18] indicated that student’s confidence levels and performance 
dropped when test items were placed randomly. Overall, most individuals 
tend to have biased perceptions and tend to overestimate their performance 
(e.g., [23, 24] 



There is extensive research confirming the effect of study skills and 
abilities, anxiety etc. and performance but information regarding affective 
factors such as confidence is still scarce.  According to [19] affective 
factors such as self-perception and cognitive abilities (such as grade point 
average) are strong predictors of test performance. 

Understanding the effect of confidence on test performance would 
ultimately provide a more comprehensive approach to interpreting test 
scores. 

Current procedures for incorporating confidence levels in the test 
score, is to ask the student to assign a confidence level to each answered 
item .Studies have shown that students tend to invariably misestimate their 
confidence levels. Some students tend to always overestimate their level of 
confidence while other conservative students almost always, when in doubt, 
underestimate their confidence level. Another drawback to the current 
system of grading is the penalty assigned for incorrect answers. 

In this paper we suggest a novel system where students are asked to 
assign a confidence level to each test item relative to the rest of the items as 
opposed to an absolute confidence level assigned to each item separately. 
We believe this scoring technique is more transparent to the students and is 
more dynamic, allowing for many different grading strategies.  
 
II.   Relative Confidence Level 
 

In a binary-choice test with K items, the student is asked to rank the K 
items according  to his/her relative confidence level among the K items, by 
numbering them 1,2,3,….,K in such a manner that if C(i),C(j) are the 
confidence levels to the questions ranked  i , j  respectively then C(j) ≤C(i)  
for  j > I, that is the item with rank 1 is the one with the highest relative 
confidence level.  

In  order to make the task of ranking the questions easy, the value of K 
should be  kept small, for example 10, by breaking the whole test into 
several modules each with K questions. 
 
 
III.   Scoring 
 

The number of points the student gets for a correct answer to a 
question should decrease when the confidence level decreases. If 10 points 
are awarded  for a correct answer to the question with rank 1, that is the 
question with highest relative confidence level, a reduction function R(C) is 
used to determine the value of the score when the confidence level  C 
decreases. 



There is no penalty for incorrect answers, they are merely used to 
indicate changes  in the student’s confidence level. The step-size S is the 
number of incorrect answers to reduce the confidence level by one step. 
Both the reduction function R(C) and the step-size S  can be varied to 
achieve many different grading strategies.  For example in a 10 question 
module with +10 points assigned to the highest confidence level, a 
reduction function which decreases the score by 2 points for every decrease 
in the confidence level will produce the score assignments shown  

 
CONFIDENCE LEVEL C1 C2 C3 C4 C5 C6 
SCORE 10 8 6 4 2 0 

 
If a “1” indicates a correct answer to a test item and a “0” indicates an 

incorrect answer, then a student’s answer to the 10 questions can be 
represented by a 10-bit vector with the most significant bit representing the 
answer to the question with rank 1. Using the reduction function described 
above, the score for the answer vector “1101001101” will be  

 
  With step-size S = 1,  Score = 10+10+8+4+4+2   = 38 

With step-size S = 2,  Score = 10+10+10+8+8+6 = 52 
 
 
 
 
 

 
IV.   Grading 

 
Once the K-bit answer vector is determined, the score can be 

calculated using the reduction function and the step-size defined for the test. 
The test administrator can then check the scores and may simply change the 
reduction function and/or the step size to get other score distributions. To 
avoid any errors made by having the students mark the rank of each 
question with a number from 1 to K, the tests were administered on 
computers with an interface that allowed the student to rank the questions 
by actually moving them up and down relative to each other, with the 
higher ranking question being physically on top of a lower ranking one. 
 
V.   Implementation 
 

Several tests were administered to junior and senior students of the 
computer science department at the university of Alexandria in Egypt. All 



tests were of the true/false type. Both the grading system based on the 
relative ranking and the one based on independent ranking  were used. The 
student felt more comfortable with the relative ranking system, but  had  
some time trouble ranking the items when their number exceeded 20. With 
modules of 10 items  no problems in ranking were mentioned.  

 

          Fig.1 
 

Following are the results of a test administered to the senior class of 
28 students. The  test was of the true/false type and covered general topics 
in computer science.  The test was administered on computers with the 
interface shown in Fig.1 which allows the students to rank the questions by 
physically moving them up and down relative to each other. The students  
were also  asked  to assign one of four confidence levels to each item 
separately according to the table: 

 
CONFIDENCE LEVEL C1 C2 C3 C4 

CORRECT ANSWER 10 6 2 0 

INCORRECT ANSWER -10 -4 -1 0 

 
  



The scores were computed using the confidence levels assigned by the 
students to each separate question and are shown in the first column, termed 
absolute, in table 1 below. Several grading functions based on the relative 
ranking proposed in this paper ,were applied to the ranked answer vectors 
,shown in the last column of table 1 and the scores were included in the 
table. 

The first column below gives the scores using the above table. The 
second and third columns  give the scores based on the relative ranking for 
the two  scoring functions (10-2p) and (10-p) respectively, where p is the 
number of incorrect answers to items of higher relative rank. 

 The entire test consisted of 10 modules each having 10 items. The 
table shows the results of the first module. The fourth column is an example 
of a harsh grading function where a lot of emphasis is placed on how well 
the student trusts his/her answer to a given question. The score is computed 
using the function (10-5p) thus the student is only allowed two errors in his 
test. Any correct answers after committing two errors will gain no score. 
These types of exams may be of great importance in jobs where the degree 
of confidence in one’s actions is a critical issue, and they lead to better 
discrimination amongst the scores . On the other hand, column five uses the 
lenient scoring function with step size S=2 and a reduction value R=1, that 
is  the score for a correct answer is only reduced by one every two errors . 
Column six uses a moderate scoring function with S=2 and R=2.Table 2 
below gives the average and standard deviation for the different scores and 
different grading strategies. Fig.2a through Fig.2f give column charts of the 
different strategies, while  Fig.3a through Fig.3f give the corresponding bar 
charts . 

 

     

 

      1001011000 

      1101110000 

      1010111010 

      0110101100 

      1111001111 

      1111111110 

      1011111110 

      1011110000 

      1011010000 



 
      

Table 1 

 
        Fig 2.a      Fig 2.b 







         









      



      0111111110 

      1110011011 

      1110111111 

      1100101111 

      1101100000 

      1111011100 

      1110111100 

      1011111100 

      1011110000 

      0100111010 

      0111110000 

      0101101000 

      0011100000 

      0110100000 

      1011001000 

      1110001000 

      0101110100 

      1111100110 

      1110011101 



 
      Fig 2.c            Fig 2.d 
 
 

 
     Fig 2.e     Fig 2.f 

 
Strategy Average Standard Deviation 
Absolute  
10-2P  
10-P  
10-5P  
R=1  S=2  
R=2  S=2  

        
Table 2 
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 CONCLUSION 

 
The concept of confidence levels widely accepted in grading multiple-

choice tests is modified to the benefit of the student when the test is of the 
binary-choice type. The student’s level of confidence in answering an item 









































is used to rank the test items relative to each other, a confidence level step-
size and a reduction function can be chosen in a variety of ways to provide 
different grading strategies. The proposed scheme has the advantages of 
being more dynamic, and more  transparent to students than other used 
schemes. 
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